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Abstract
We study the linear space of $C^s$-smooth isogeometric functions defined on a multi-patch domain $\Omega \subset \mathbb{R}^2$. We show that the construction of these functions is closely related to the concept of geometric continuity of surfaces, which has originated in geometric design. More precisely, the $C^s$-smoothness of isogeometric functions is found to be equivalent to geometric smoothness of the same order ($G^s$-smoothness) of their graph surfaces. This motivates us to call them $C^s$-smooth geometrically continuous isogeometric functions. We present a general framework to construct a basis and explore potential applications in isogeometric analysis. Numerical experiments with bicubic and biquartic functions for performing $L^2$ approximation and for solving Poisson’s equation and the biharmonic equation on two-patch geometries are presented and indicate optimal rates of convergence.
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1. Introduction
In the framework of Isogeometric Analysis (IgA), which was introduced in [8], partial differential equations are discretized by using functions that are obtained from a parameterization of the computational domain. Typically one considers parameterizations by polynomial or rational spline functions (NURBS – non-uniform rational spline functions, see [16]) but other types of functions have been used also. On the one hand, this approach facilitates the data exchange with geometric design tools, since the mathematical technology used in Computer Aided Design (CAD) is based on parametric representations of curves and surfaces. On the other hand, it has been observed that the increased smoothness of the spline functions compared to traditional finite elements has a beneficial effect on stability and convergence properties [3, 6].

Clearly, regular single-patch NURBS parameterizations are available only for domains that are topologically equivalent to a box. Though it is possible to extend the applicability of such parameterizations slightly by considering parameterizations with singular points
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(cf. [23]), it is preferable to use other techniques, due to the difficulties introduced by the use of singularities.

One of the most promising approaches is to use multi-patch parameterizations, which are coupled across their interfaces. Several coupling techniques are available, such as the direct identification of the degrees of freedom along the boundaries as in [20], the use of Lagrangian multipliers as in [10], or Nitsche’s method [12]. The approximation power of T-spline representations of two-patch geometries was explored in [2]. However, these multi-patch constructions in isogeometric analysis are limited to functions of low regularity (at most $C^0$ smoothness). Consequently, the resulting numerical solutions are highly smooth almost everywhere, except across the interfaces between the patches of the multi-patch discretization.

Another approach is the use of trimmed NURBS geometries, which can also be combined with the multi-patch method. Such geometries have been used in the context of IgA (see e.g. [9, 17, 19]). However, trimming implies unavoidable gaps, when two trimmed NURBS patches are joined together (cf. [21]), and often requires advanced techniques for coupling the discretizations, see [17]. Another related technique is the use of mapped B-splines on general meshes [24].

The use of functions generated by subdivision algorithms has become a valuable alternative to NURBS, especially in Computer Graphics, since these functions lead to gap-free surfaces of arbitrary topology (cf. [15]). One of the standard subdivision methods is the Catmull-Clark subdivision, which generates surfaces consisting of bicubic patches, joined with $C^2$-smoothness everywhere except at extraordinary vertices, where they have a well-defined tangent plane. A Catmull-Clark based isogeometric method for solids is presented in [4]. Disadvantages of using subdivision methods are the possible reduction of the approximation power in the vicinity of extraordinary vertices, cf. [11] and the need for special numerical integration techniques. In fact these functions are piecewise polynomial functions with an infinite number of segments.

Another possibility to deal with domains of general topology is the use of T-splines, which are a generalization of NURBS that allow T-junctions and extraordinary vertices in the mesh (cf. [22]). Consequently, T-meshes can represent more complex geometries, and this has been exploited in IgA, see e.g. [1, 2]. However, the mathematical properties of the resulting isogeometric functions around the extraordinary vertices are not well understood. Around extraordinary vertices, T-splines are based on a special construction for geometrically continuous surfaces.

Geometric continuity is a well-known and highly useful concept in geometric design [13] and there exist numerous constructions for multi-patch surfaces with this property. It can be used to construct isogeometric functions of higher smoothness [14], but the systematic exploration of the potential for IgA has just started. Numerical experiments with a multi-patch parameterization of a disk have been presented in [11]. The results indicate again a reduction of the approximation power (and consequently a lower order of convergence) which is caused by the extraordinary vertices, similar to the case of subdivision algorithms.

Our paper consists of two main parts. In the first part, which consists of Sections 2 and 3, we describe the concept of geometrically continuous isogeometric functions on gen-
eral multi-patch domains, and we present a framework for computing a basis of the corresponding isogeometric discretization space. In the second part (Section 4), we investigate the approximation power of geometrically continuous isogeometric functions for a specific configuration of two-patch geometries, in order to demonstrate their potential for IgA. In addition to $L^2$ approximation and solving Poisson’s equation, we also present results concerning the biharmonic equation, where the use of $C^1$-smooth test functions greatly facilitates the (isogeometric) discretization. Our numerical results indicate that the geometrically continuous representations maintain the full approximation power. This may be due to the fact that the effect of geometric continuity in our approach is not restricted to the vicinity of an extraordinary vertex as in earlier approaches, but spread out along the entire interface between the patches.

2. Geometrically continuous isogeometric functions

In order to simplify the presentation we restrict ourselves to the case of two-dimensional computational domains. Given a positive integer $n$, we consider $n$ bijective, regular geometry mappings $G^{(\ell)} : [0, 1]^2 \rightarrow \mathbb{R}^2$, $\ell \in \{1, \ldots, n\}$, which are represented in coordinates by

$$\xi^{(\ell)} = (\xi_1^{(\ell)}, \xi_2^{(\ell)}) \mapsto (G_1^{(\ell)}, G_2^{(\ell)}) = G^{(\ell)}(\xi^{(\ell)}),$$

with $G^{(\ell)} \in S^{(\ell)}$, where $S^{(\ell)}$ is a tensor-product NURBS space of degree $d_\ell \in \mathbb{N}_0^2$. Consequently, each geometry mapping $G^{(\ell)}$, $\ell \in \{1, \ldots, n\}$, is defined as a linear combination of NURBS basis functions $\psi_i^{(\ell)} : [0, 1]^2 \rightarrow \mathbb{R}$, i.e.,

$$G^{(\ell)}(\xi^{(\ell)}) = \sum_{i \in I_\ell} d_i^{(\ell)} \psi_i^{(\ell)}(\xi^{(\ell)}),$$

with a suitable index set $I_\ell$ (a box in index space) and control points $d_i^{(\ell)} \in \mathbb{R}^2$. Thus it is a two-dimensional regular NURBS surface patch in $\mathbb{R}^2$. Each geometry mapping $G^{(\ell)}$, $\ell \in \{1, \ldots, n\}$, defines a quadrilateral subdomain or patch

$$\Omega^{(\ell)} = G^{(\ell)}([0, 1]^2).$$

We assume that the interiors of these subdomains are mutually disjoint, i.e.

$$G^{(\ell)}((0, 1)^2) \cap G^{(k)}((0, 1)^2) = \emptyset$$

for $\ell, k \in \{1, \ldots, n\}$ with $\ell \neq k$. The computational domain $\Omega \subset \mathbb{R}^2$ is the union of these quadrilateral patches $\Omega^{(\ell)}$, i.e.,

$$\Omega = \bigcup_{\ell=1}^n \Omega^{(\ell)}.$$
On each patch \( \Omega^{(\ell)}, \ell \in \{1, \ldots, n\} \), the space of isogeometric functions is given by
\[
S^{(\ell)} \circ (G^{(\ell)})^{-1}.
\]
Given a positive integer \( s \), which specifies the order of smoothness, the space
\[
V = \left\{ v \in C^s(\Omega) : v|_{\Omega^{(\ell)}} \in S^{(\ell)} \circ (G^{(\ell)})^{-1} \text{ for all } \ell \in \{1, \ldots, n\} \right\}
\]
contains the globally \( C^s \)-smooth isogeometric functions defined on the computational domain \( \Omega \).

Let us consider an isogeometric function \( w \in V \) in more detail. On each patch \( \Omega^{(\ell)}, \ell \in \{1, \ldots, n\} \), the function \( w \) is represented by
\[
(w|_{\Omega^{(\ell)}})(\mathbf{x}) = w^{(\ell)}(\mathbf{x}) = \left( \omega^{(\ell)} \circ (G^{(\ell)})^{-1} \right)(\mathbf{x}), \quad \mathbf{x} \in \Omega^{(\ell)},
\]
with \( \omega^{(\ell)} \in S^{(\ell)} \). Note the difference between \( \omega^{(\ell)} \), which is a function defined on the local parameter domain \([0,1]^2\), and \( w^{(\ell)} \), which is the associated segment of the isogeometric function defined on \( \Omega^{(\ell)} \).

The associated graph surface \( F^{(\ell)} \) of \( w^{(\ell)} \) possesses the form
\[
F^{(\ell)}(\mathbf{\xi}) = \left( \frac{G_1^{(\ell)}(\mathbf{\xi})}{G_2^{(\ell)}(\mathbf{\xi})}, \frac{\omega^{(\ell)}(\mathbf{\xi})}{G^{(\ell)}(\mathbf{\xi})} \right)^T.
\]

For any bivariate function \( f \) we denote with \( \partial_i f \) its partial derivative with respect to the \( i \)-th argument. Depending on the domain of the function, this argument can be either one of the local parameters \( \xi_i^{(\ell)} \) or one of the coordinates \( x_i \) in the physical domain.

We consider two neighboring patches \( \Omega^{(\ell)} \) and \( \Omega^{(k)} \) with the common interface \( e^{(lk)} = \Omega^{(\ell)} \cap \Omega^{(k)} \), see Figure 1. Since \( w \in C^s(\Omega) \), the derivatives up to order \( s \) of the functions \( w^{(\ell)} \) and \( w^{(k)} \) at the common interface have to be equal, i.e.,
\[
(\partial_i \partial_j w^{(\ell)})(\mathbf{x}) = (\partial_i \partial_j w^{(k)})(\mathbf{x}), \quad \mathbf{x} \in e^{(lk)},
\]
for \( i + j \leq s \), where \( \mathbf{x} = (x_1, x_2) \) are the global (world) coordinates with respect to the computational domain \( \Omega \). We evaluate the derivatives at the boundary of the patches by considering one-sided limits. Moreover we assume that the geometry mappings and their inverses are at least \( C^s \) smooth.

We can also parameterize the graph surfaces \( F^{(\ell)} \) and \( F^{(k)} \) with respect to the world coordinates \( x_1 \) and \( x_2 \), simply as
\[
(x_1, x_2, w^{(\ell)}(x_1, x_2))^T \text{ and } (x_1, x_2, w^{(k)}(x_1, x_2))^T.
\]
Clearly, these two parameterized surfaces are joined together with \( C^s \) smoothness along \( e^{(lk)} \). This is obvious for the first two coordinates, and it is implied by (2) for the third one. Recall that two parametric surfaces are said to be joined together with geometric smoothness of order \( s \) if there exist reparameterizations (parameter transformations) that
transform them into two parametric surfaces that are joined together with \(C^s\) smoothness [7, 13]. (Typically only a reparameterization of one of the two surfaces is considered, but it is also possible to reparameterize both surfaces.) The two graph surfaces \(F^{(\ell)}\) and \(F^{(k)}\) satisfy the criterion of this definition. We thus obtain:

**Theorem 1.** Let \(w : \Omega \to \mathbb{R}\) be an isogeometric function, which is defined on patches \(\Omega^{(\ell)}\), \(\ell \in \{1, \ldots, n\}\), by isogeometric functions \(w^{(\ell)}\), given in (1). Then \(w \in V\) if and only if for all neighboring patches \(\Omega^{(\ell)}\) and \(\Omega^{(k)}\), \(\ell, k \in \{1, \ldots, n\}\) with \(\ell \neq k\), the associated graph surfaces \(F^{(\ell)}\) and \(F^{(k)}\) meet at the common interface with geometric continuity of order \(s\).

Consequently, we will refer to the functions \(w \in V\) as \(C^s\)-smooth geometrically continuous isogeometric functions. In fact, the surfaces themselves possess the standard smoothness properties, but their graph surfaces are joined with geometric continuity.

The conditions (2) are equivalent to

\[
(\partial_i \partial_j w^{(\ell)})(\xi^{(\ell)}) = (\partial_i \partial_j (\omega^{(k)} \circ G^{(k)} \circ G^{(\ell)})^{-1})(\xi^{(\ell)}), \quad \xi^{(\ell)} \in \bar{e}^{(\ell k)},
\]

for \(i + j \leq s\), where \(\bar{e}^{(\ell k)} = (G^{(k)})^{-1}(e^{(\ell k)})\). To make these conditions well-defined, we additionally assume that the geometry mappings \(G^{(\ell)}\) and \(G^{(k)}\) are defined on a neighborhood of \([0, 1]^2\), and that the reparameterization

\[
\phi^{(\ell k)} : [0, 1]^2 \to [0, 1]^2 : \phi^{(\ell k)}(\xi^{(\ell)}) = ((G^{(k)})^{-1} \circ G^{(\ell)})(\xi^{(\ell)})
\]
is hence also defined on the neighborhood of \( \bar{e}^{(k)} \) (see Figure 1).

Note that the conditions (3) are automatically satisfied for the functions

\[
\omega^{(\ell)} = G_1^{(\ell)}, \quad \omega^{(k)} = G_1^{(k)}
\]

and

\[
\omega^{(\ell)} = G_2^{(\ell)}, \quad \omega^{(k)} = G_2^{(k)}.
\]

Returning to the general case and using these two observations, we conclude that the graphs \( F^{(\ell)} \) and \( F^{(k)} \) in (3) fulfill the conditions

\[
(\partial_1 \partial_2 F^{(\ell)})(\xi^{(\ell)}) = (\partial_1 \partial_2 (F^{(k)} \circ \phi^{(kk)}))(\xi^{(\ell)}), \quad \xi^{(\ell)} \in \bar{e}^{(kk)},
\]

for \( i + j \leq s \), which is again in agreement with the definition of geometric continuity between two surface patches. Consequently, Theorem 1 is equivalent to a very recent result of Peters [14], who observed that matched \( G^1 \)-constructions yield \( C^1 \)-continuous isogeometric elements, and to the possible extension of that result to higher order smoothness.

In contrast to the approach in [14], which is based on the usual viewpoint in geometric design, we started our derivation from the given domain parameterization and not from the reparameterization \( \phi^{(kk)} \). We feel that this viewpoint fits better into the IGA framework, where the computational domain is central. It also leads to a natural framework for the construction of a basis of the space \( V \). This is described in the next section.

3. Constructing a basis for geometrically continuous isogeometric functions

Constructing a basis is an essential first step, which is required in order to use geometrically continuous isogeometric functions for simulations. We will construct isogeometric basis functions on \( \Omega \), which span the space \( V \) of all \( C^s \) smooth geometrically continuous isogeometric functions. On each patch \( \Omega^{(\ell)} \), \( \ell \in \{1, 2, \ldots, n\} \), any such basis function – which we again denote by \( w \) – is given by a representation of the form (1). According to Theorem 1, the functions \( w \) are \( C^s \)-smooth on \( \Omega \) if and only if the graph surfaces join with geometric smoothness of order \( s \) across the common interface \( e^{(kk)} \) for all neighboring patches \( \Omega^{(\ell)}, \Omega^{(k)}, \ell, k \in \{1, 2, \ldots, n\} \), with \( \ell \neq k \).

We choose a basis \( (\psi_j^{(\ell)})_{j \in I_\ell} \) for each local spline space \( S^{(\ell)} \), e.g., the NURBS basis functions on each patch. Consequently, the functions \( \omega^{(\ell)} \in S^{(\ell)} \), which define the basis function, have a local representations

\[
\omega^{(\ell)}(\xi^{(\ell)}) = \sum_{j \in I_\ell} b_j^{(\ell)}(\xi^{(\ell)}) \psi_j^{(\ell)}(\xi^{(\ell)}).
\]

Using Eq. (1) and (2) we obtain constraints on their coefficients,

\[
\sum_{j \in I_\ell} b_j^{(\ell)} (\partial_1 \partial_2 (\psi_j^{(\ell)} \circ (G^{(\ell)}))^{-1})(x) = \sum_{j \in I_k} b_j^{(k)} (\partial_1 \partial_2 (\psi_j^{(k)} \circ (G^{(k)}))^{-1})(x), \quad x \in e^{(kk)}, \quad (5)
\]
Since we are considering a finite-dimensional space of functions, these constraints are equivalent to finitely many linear constraints on the coefficients $b^{(\ell)}_j$ and $b^{(k)}_j$, which can be formulated as a homogeneous linear system

$$ Sb = 0, \quad b = \left( b^{(\ell)}_j \right)_{j \in I, \ell \in \{ 1, 2, \ldots, n \}}. $$

We may choose a basis of the null space (the kernel) of the matrix $S$. Each basis vector defines now via (1) a function

$$ \omega_i = \left( \omega^{(\ell)}_i \right)_{\ell \in \{ 1, 2, \ldots, n \}}, \quad i = 1, 2, \ldots, \dim(\ker S). $$

Consequently, every function $\omega_i$ then defines by (1) an isogeometric basis function

$$ w_i = \left( w^{(\ell)}_i \right)_{\ell \in \{ 1, 2, \ldots, n \}} \in C^s(\Omega). $$

Clearly, a possible strategy for a suitable basis of the null space of $S$ could be the selection of local basis functions with small supports and the avoidance of (global) basis functions having large supports if feasible. Moreover, it is possible to extend the linear system (6) by adding further linear equations to satisfy certain conditions for the basis, e.g., the fulfillment of the boundary conditions for solving the Poisson’s equation and the biharmonic equation (see Sections 4.3 and 4.4).

Let us consider the case of two patches for $s = 1$ in more detail.

**Example 2.** We consider two patches $G^{(\ell)}(\xi^{(\ell)})$ and $G^{(k)}(\xi^{(k)})$ with a common edge,

$$ G^{(\ell)}(1, \xi_2) = G^{(k)}(0, \xi_2), \quad \xi_2 = \xi^{(\ell)}_2 = \xi^{(k)}_2 \in [0, 1], $$

which is parameterized identically by both NURBS patches. Consequently, the isogeometric function is continuous across this edge if

$$ \omega^{(\ell)}(1, \xi_2) = \omega^{(k)}(0, \xi_2). $$

We consider the tangent planes of the two graph surfaces $F^{(\ell)}$ and $F^{(k)}$ at the points of the common edge. They are spanned by the derivative vectors

$$ \partial_1 F^{(\ell)}(1, \xi_2), \quad \partial_2 F^{(\ell)}(1, \xi_2) \quad \text{and} \quad \partial_1 F^{(k)}(0, \xi_2), \quad \partial_2 F^{(k)}(0, \xi_2), $$

respectively. The $C^1$-smoothness of the isogeometric test function is guaranteed if the $3 \times 4$ matrix formed by them has rank 2 only, since then the two tangent planes at any point $G^{(\ell)}(1, \xi_2)$ are identical. Due to the identity

$$ \partial_2 F^{(\ell)}(1, \xi_2) = \partial_2 F^{(k)}(0, \xi_2), $$

which is implied by the continuity conditions (7) and (8), this is equivalent to

$$ \det \left( \left( \partial_1 F^{(\ell)}(1, \xi_2), \partial_2 F^{(\ell)}(0, \xi_2), \partial_2 F^{(k)}(0, \xi_2) \right) \right) = 0, \quad \xi_2 \in [0, 1], $$

which is a well-known condition for first order geometric continuity between two surface patches, cf. [7]. If for example $F^{(\ell)}$ and $F^{(k)}$ are polynomial patches, then the left-hand side of (9) is a polynomial and we can obtain the desired system of linear equations (6) by setting all its coefficients to zero. ♦
Figure 2: Different two-patch domains which are defined by two biquartic Bézier patches $G^{(1)}$ and $G^{(2)}$. The blue edge is the common edge of both patches. Only the red control points influence the dimension. The black ones can be chosen arbitrarily.
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Table 1: The number of geometrically continuous isogeometric basis functions of the second type for some particular values of $k$ for the domains shown in Fig. 2. For general $k$, the number is conjectured.

<table>
<thead>
<tr>
<th>$k$</th>
<th>Domain (a)</th>
<th>Domain (b)</th>
<th>Domain (c)</th>
<th>Domain (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>16</td>
<td>16</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>22</td>
<td>21</td>
<td>17</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>28</td>
<td>26</td>
<td>21</td>
<td>3</td>
</tr>
<tr>
<td>$k \geq 1$ (conjecture)</td>
<td>$10 + 6k$</td>
<td>$11 + 5k$</td>
<td>$9 + 4k$</td>
<td>3</td>
</tr>
</tbody>
</table>

The dimension of the null space of $S$ depends heavily on the geometry. The following example for different two-patch domains demonstrates this observation.

**Example 3.** Let us consider four different pairs of geometry mappings $G^{(1)}$ and $G^{(2)}$, which define computational domains $\Omega$ consisting of two quadrilateral patches $\Omega^{(1)}$ and $\Omega^{(2)}$ (see Figure 2). All initial geometry mappings are given as biquartic Bézier patches $[0,1]^2 \to \mathbb{R}^2$. For the instances (a)-(c), these patches are (suitably degree-elevated) bilinear representations of the plane, whereas in (d), the two patches are non-degenerate biquartic representations, which are obtained by slightly changing the red control points of the biquartic Bézier patches of (c), except the points on the boundary of the domain $\Omega$. In addition, the domains (a) and (b) consist of two symmetric rectangles and trapezoids, respectively, which is in contrast to the domains (c) and (d), where the two patches are not symmetric.

It should be noted that the results presented below concerning the dimension of $V$ depend only on the location of the control points along the interface and in the two neighboring columns, which are shown in red. The location of the remaining control points can be modified.

By inserting in both parameter directions $k \in \mathbb{N}_0$ equidistant inner knots of multiplicity 3, we arrive at the knot vectors

$$(0, 0, 0, 0, 1, 1, 1, k+1, 1, k+1, k+1, k+1, k+1, k+1, k+1, k+1, k+1, 1, 1, 1, 1),$$

and obtain a B-spline representation of degree (4, 4) of the biquartic Bézier patches $G^{(1)}$ and $G^{(2)}$. For each pair of these B-spline representations, it is possible to construct two different kinds of $C^1$-smooth geometrically continuous isogeometric functions, which contribute to a basis of the space $V$. 
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The basis functions of the first kind consists of local basis functions with a support that is contained in one of the two patches only. More precisely, these functions are obtained by composing the biquartic tensor-product B-splines on one of the patches with the inverse geometry mappings,

$$\psi_i^{(\ell)} \circ (G^{(i)})^{-1}$$

where the support of the B-spline does not intersect the interface with the other patch. Consequently, these functions have only one non-zero coefficient $b_j^{(\ell)}$ and all coefficients $b_j^{(\ell)}$, of these functions, which correspond to the control points of the common edge or one of the neighboring columns of the two patches $G^{(1)}$ and $G^{(2)}$ (i.e the red control points for $k = 0$), are zero. Since the coefficients $b_j^{(\ell)}$ of these isogeometric functions do not depend on the initial geometry, they have the same value for all four instances (a)-(d), and we obtain the same number of such functions for all cases.

In contrast, the functions of the second kind depend on the initial geometry. Here, the coefficients $b_j^{(\ell)}$, which do not correspond to the control points of the common edge or one of the neighboring columns of the two resulting spline patches, are zero.

Let $\nu(k)$ denote the number of the functions of the second kind, which are obtained by inserting in both parameter directions $k \geq 0$ equidistant inner knots of multiplicity 3. This number heavily depends on the initial geometry which is presented in Table 1. We explicitly computed the number of these functions for several small values of $k$ and used these results to formulate a conjecture for the general case.

Note that for the domain (d) we obtain (independently of $k$) only 3 such functions. The existence of at least 3 functions are guaranteed, since the constant function and the two (additional) linear functions on the computational domain are always contained in the space $V$. For the instances (a)-(c) the number $\nu(k)$ linearly increases with respect to $k$, which provides us a possibility to generate a sequence of nested spaces of $C^1$-smooth geometrically continuous isogeometric functions by refining the geometry mappings in an appropriate way (see Subsection 4.1).

4. Numerical results

In this section we will consider the first nontrivial case, i.e., two-patch domains with $C^1$-continuous test functions over them. For different two-patch domains we will construct sequences of nested spaces of $C^1$-smooth geometrically continuous isogeometric functions by using bicubic and biquartic graphs of isogeometric elements. We will use these resulting functions to solve different partial differential equations, including $L^2$ approximation, solving the Poisson’s equation and solving the biharmonic equation.

4.1. Setting of two-patch configurations

We consider again the case of a two-patch domain $\Omega$, consisting of two patches $\Omega^{(1)}$ and $\Omega^{(2)}$, i.e. $\Omega = \Omega^{(1)} \cup \Omega^{(2)}$, which are glued together in such a way that they share the whole common edge (see e.g. Figure 2 and 3). We will construct a sequence of nested spaces of $C^1$-smooth geometrically continuous isogeometric functions defined on this two-patch domain $\Omega$. 
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More precisely, we consider the case of two bilinear patches without any further symmetries (similar to case (c) in Figure 2), which are represented as bicubic \((p = 3)\) or biquartic \((p = 4)\) patches using degree elevation. In addition, in order to obtain a finer space, we insert \(2^L - 1, L \in \mathbb{N}\), equidistant inner knots of multiplicity \(p - 1\) in both parameter directions, where \(L\) is the level of the refinement. Moreover we also modified some of the control points (sufficiently far away from the interface) to obtain more general geometries.

By solving the linear system \((6)\), we obtain \(C^1\)-smooth geometrically continuous isogeometric basis functions for a refined space, which will be denote by \(V_h\), where \(h = \mathcal{O}(2^{-L})\). The geometrically continuous isogeometric functions are globally \(C^1\)-smooth and piecewise \(C^\infty\)-smooth, and therefore belong to the space \(H^2(\Omega)\). Since all functions \(v' \in V_{h'}\) can be represented as linear combinations of functions \(v \in V_h\) for \(h \leq h'\), we get a sequence of nested spaces \(V_h \subset H^2(\Omega)\).

Later, for solving the Poisson’s equation and the biharmonic equation, respectively, we will need \(C^1\)-smooth geometrically continuous isogeometric functions \(w_i\), which satisfy the boundary conditions

\[
w_i(x) = 0 \text{ on } \partial\Omega
\]

and

\[
w_i(x) = \frac{\partial w_i}{\partial n}(x) = 0 \text{ on } \partial\Omega,
\]

respectively. We obtain sequences of nested spaces by solving the linear system \((6)\) with additional linear equations for the corresponding boundary conditions. These spaces will be denoted by \(V_{0.0h}\) and \(V_{1.0h}\), respectively. In case of the Poisson’s equation we get

\[
V_{0.0h} \subset H^1_0(\Omega) = \{v \in H^1(\Omega) : v = 0 \text{ on } \partial\Omega\},
\]

(more precisely, \(V_{0.0h} \subset H^1_0(\Omega) \cap H^2(\Omega)\)), and in case of the biharmonic equation we obtain

\[
V_{1.0h} \subset H^2_0(\Omega) = \{v \in H^2(\Omega) : v = \frac{\partial v}{\partial n} = 0 \text{ on } \partial\Omega\}.
\]

**Example 4.** We consider the three different computational domains \(\Omega\), shown in Figure 3 (first row), which consist of two quadrilateral patches \(\Omega^{(1)}\) and \(\Omega^{(2)}\). For the domains (a) and (b), the corresponding initial geometry mappings \(G^{(1)}\) and \(G^{(2)}\) are bilinear parameterizations, which are represented as Bézier patches of degree \((p, p)\) for \(p = 3, 4\). In case of domain (c), the initial geometry mappings \(G^{(1)}\) and \(G^{(2)}\) are again Bézier patches of degree \((p, p)\) for \(p = 3, 4\), but they are chosen in such a way that the control points of the common edge and of the first neighboring columns are a part of a bilinear parameterization. In addition, the figure also shows the different exact analytic solutions, which will be used in the remaining examples in this section to verify the order of convergence.

Table 2 reports the number of isogeometric basis functions for various levels \(L\) of refinement and for the different boundary conditions.

In the following subsections we present three possible applications of these isogeometric functions over two-patch domains, in order to demonstrate their potential for IgA on the basis of several examples.
Computational domains $\Omega$

Graphs of functions $z$ on $\Omega$

Graphs of functions $u$ on $\Omega$ with the property $u = 0$ on $\partial \Omega$.

Graphs of functions $\tilde{u}$ on $\Omega$ with the property $\frac{\partial \tilde{u}}{\partial n} = 0$ on $\partial \Omega$.

Figure 3: Three different two-patch domains $\Omega$ (first row) on which different functions are defined, which are to be approximated by $L^2$ norm minimization (second row) in Example 5, or used as exact solutions (third row) for Poisson’s equation in Example 6, or as exact solutions (fourth row) for the biharmonic equation in Example 7.

4.2. $L^2$ approximation

Let $z : \Omega \to \mathbb{R}$ be a smooth function defined on a two-patch domain $\Omega = \Omega^{(1)} \cup \Omega^{(2)}$. In addition, let $\{w_i\}_{i \in I}$ for $I = \{1, 2, \ldots, \dim V_h\}$ be a set of $C^1$-smooth geometrically continuous isogeometric functions, which form a basis of a subspace $V_h$ of $H^2(\Omega)$. We approximate the function $z$ by the function

$$w_h(x) = \sum_{i \in I} c_i w_i(x), \quad c_i \in \mathbb{R},$$
using the least squares approach, i.e., we compute the coefficients \( \{c_i\}_{i \in I} \) such that

\[
\|u_h - z\|_0^2 = \int_\Omega (u_h(x) - z(x))^2 \, dx \rightarrow \min_{c_i \in I}.
\]

The minimization problem (10) can be formulated as a system of linear equations

\[
Kc = z
\]

for the unknown coefficients \( c = \{c_i\}_{i \in I} \), where the elements of the (mass) matrix \( K = (k_{i,j})_{i,j \in I} \) and of the vector \( z = (z_i)_{i \in I} \) are

\[
k_{i,j} = \int_\Omega w_i(x)w_j(x) \, dx \quad \text{and} \quad z_i = \int_\Omega z(x)w_i(x) \, dx.
\]

Since the functions \( w_i \) are given as in (1) the entries \( k_{i,j} \) and \( z_i \) can be rewritten as

\[
k_{i,j} = k_{i,j}^{(1)} + k_{i,j}^{(2)}, \quad k_{i,j}^{(\ell)} = \int_{[0,1]^2} \omega_i^{(\ell)}(\xi^{(\ell)}) \omega_j^{(\ell)}(\xi^{(\ell)}) \det J^{(\ell)}(\xi^{(\ell)}) \, d\xi^{(\ell)}, \quad \ell = 1, 2,
\]

and

\[
z_i = z_i^{(1)} + z_i^{(2)}, \quad z_i^{(\ell)} = \int_{[0,1]^2} z(G^{(\ell)}(\xi^{(\ell)})) \omega_i^{(\ell)}(\xi^{(\ell)}) \det J^{(\ell)}(\xi^{(\ell)}) \, d\xi^{(\ell)}, \quad \ell = 1, 2,
\]

where \( J^{(\ell)} \) is the Jacobian of \( G^{(\ell)} \).

**Example 5.** We use the isogeometric basis functions on the three domains described in the previous example to apply \( L^2 \) approximation to smooth functions, which are defined on the domains (a)-(c).

More precisely, we approximate for all three domains the same function

\[
z(x_1, x_2) = 2 \cos(2x_1) \sin(2x_2),
\]

restricted to the different domains, see Figure 3 (second row). The resulting \( H^0 \)-errors (i.e. \( L^2 \)-errors) and convergence rates for the different level \( L \) of refinement are presented in Table 3. The numerical results indicate that the convergence rate is optimal with respect to the \( H^0 \)-norm, which is \( O(h^4) \) and \( O(h^5) \) for bicubic and biquartic cases, respectively.

<table>
<thead>
<tr>
<th>b.c.</th>
<th>( L^2 ) approximation</th>
<th>Poisson’s equation</th>
<th>Biharmonic equation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bicubic</td>
<td>Biquartic</td>
<td>Bicubic</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>25</td>
<td>9</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
<td>57</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>32</td>
<td>173</td>
<td>13</td>
</tr>
<tr>
<td>3</td>
<td>128</td>
<td>607</td>
<td>21</td>
</tr>
<tr>
<td>4</td>
<td>512</td>
<td>2213</td>
<td>37</td>
</tr>
<tr>
<td>5</td>
<td>2048</td>
<td>8517</td>
<td>69</td>
</tr>
</tbody>
</table>

Table 2: The number of \( C^1 \)-smooth geometrically continuous isogeometric basis functions (# bfc: in total, # k2: second kind) for each level \( L \) for the three domains in Fig. 7 without boundary conditions (for \( L^2 \) approximation) and with homogeneous boundary conditions of order 0 and 1 (for Poisson’s equation and for the biharmonic equation).
Table 3: The relative $H^0$-errors with the estimated convergence rates (c.r.; the dyadic logarithm of the ratio of two consecutive relative errors) obtained by approximating the function $z$, defined in (11), using $L^2$ norm minimization (see Example 5 and Figure 3, first and second row).

4.3. Poisson’s equation

We consider again a two–patch domain $\Omega = \Omega^{(1)} \cup \Omega^{(2)}$, and a set $\{w_i\}_{i \in \mathcal{I}}$ for $\mathcal{I} = \{1, 2, \ldots \dim V_{0,0h}\}$ of $C^1$-smooth geometrically continuous isogeometric functions, which form a basis of a subspace $V_{0,0h} \subset H^1_0(\Omega)$. We consider the following problem for the unknown function $u$ over the computational domain $\Omega$,

$$
\begin{cases}
\Delta u(x) = f(x) & \text{on } \Omega \\
u(x) = 0 & \text{on } \partial \Omega
\end{cases}
$$

(12)

with $f \in H^0(\Omega)$. Using the weak formulation and applying isogeometric Galerkin projection (cf. [6]) leads to a system of linear equations

$$
S\textbf{c} = \textbf{f}
$$

for the unknown coefficients $\textbf{c} = (c_i)_{i \in \mathcal{I}}$, where the entries of the stiffness matrix $S = (s_{i,j})_{i,j \in \mathcal{I}}$ and of the load vector $\textbf{f} = (f_i)_{i \in \mathcal{I}}$ are given by

$$
s_{i,j} = \int_{\Omega} (\nabla w_i(x))^T \nabla w_j(x) \, dx \quad \text{and} \quad f_i = \int_{\Omega} f(x) w_i(x) \, dx, \quad (13)
$$

respectively. Using the isogeometric approach, we rewrite these integrals as

$$
s_{i,j} = s_{i,j}^{(1)} + s_{i,j}^{(2)}, \quad s_{i,j}^{(\ell)} = \int_{[0,1]^2} (\nabla \omega_i^{(\ell)}(\xi^{(\ell)}))^T N^{(\ell)}(\xi^{(\ell)}) \nabla \omega_j^{(\ell)}(\xi^{(\ell)}) \, d\xi^{(\ell)}, \quad \ell = 1, 2,
$$

and

$$
f_i = f_i^{(1)} + f_i^{(2)}, \quad f_i^{(\ell)} = \int_{[0,1]^2} f(G^{(\ell)}(\xi^{(\ell)})) \omega_i^{(\ell)}(\xi^{(\ell)}) |\det J^{(\ell)}(\xi^{(\ell)})| \, d\xi^{(\ell)}, \quad \ell = 1, 2,
$$

with

$$
N^{(\ell)}(\xi^{(\ell)}) = (J^{(\ell)}(\xi^{(\ell)}))^{-T} \left( J^{(\ell)}(\xi^{(\ell)}) \right)^{-1} |\det J^{(\ell)}(\xi^{(\ell)})|, \quad \ell = 1, 2.
$$
Table 4: The relative $H^i$-errors, $i = 0, 1$, with the corresponding estimated convergence rates (c.r.: the dyadic logarithm of the ratio of two consecutive relative errors) obtained by solving the Poisson’s equations for different exact solutions $u$, for the domains (a)-(c) (see Example 6 and Figure 3, first and third row).

Example 6. We consider again the three computational domains, which are shown in Figure 3 (first row). For each of the domains (a)-(c) we consider a different right side function $f$ of the Poisson’s equation (12), which are obtained by differentiating

$$u_a(x_1, x_2) = 10^{-2} x_2 (\frac{1}{17} x_1 + x_2) (4x_1 + x_2 - 14) \left( \frac{1}{3} x_1 + x_2 - 3 \right) \left( \frac{4}{3} x_1 + x_2 + \frac{13}{3} \right),$$

$$u_b(x_1, x_2) = \frac{1}{20\sqrt{10}} \left( \frac{18}{25} x_1 - x_2 \right) (x_1 + x_2) (3 + \frac{21}{20} x_1 - x_2) \left( 3 - \frac{25}{43} x_1 - x_2 \right) \left( \frac{19}{20} + \frac{21}{20} x_1 + x_2 \right) \left( \frac{260}{93} - \frac{110}{93} x_1 + x_2 \right),$$

and

$$u_c(x_1, x_2) = \frac{1}{100\sqrt{2}} \left( 2 \left( \frac{128327}{48672} + x_1 \right) + (x_2 - \frac{185}{156})^2 \right) \left( 2 \left( \frac{215}{72} - x_1 \right) + (x_2 - \frac{11}{6})^2 \right) \left( \frac{4}{3} x_1 + x_2 \right) \left( \frac{9}{10} x_1 - x_2 \right) \left( 3 + \frac{1}{3} x_1 - x_2 \right) \left( 3 - \frac{1}{3} x_1 - x_2 \right),$$

respectively. The three functions satisfy the boundary conditions $u = 0$ on $\partial \Omega$, and are visualized in Figure 3 (third row). The resulting $H^i$-errors, $i = 0, 1$, with the corresponding convergence rates are presented in Table 4. The numerical results indicate convergence rates of $O(h^{4-i})$ and $O(h^{5-i})$ in the $H^i$-norms, $i = 0, 1$, for the bicubic and the biquartic case, respectively.

4.4. Biharmonic equation

Higher order smoothness of isogeometric elements is particularly advantageous for solving high order partial differential equations. An example of such an equation is the (weak formulation of) the biharmonic equation, where $C^4$ smoothness of isogeometric functions is an advantage, since test functions from the space $H^4(\Omega)$ are required (cf. [5, 18]).

Let $\{w_i\}_{i \in I}$ for $I = \{1, 2, \ldots, \dim V_{1,0h}\}$ be a set of $C^4$-smooth geometrically continuous isogeometric functions, which form a basis of a subspace $V_{1,0h}$ of $H^4_0(\Omega)$, where $\Omega = \Omega^{(1)} \cup \ldots \cup \Omega^{(k)}$. 


\( \Omega^{(2)} \) is a two-patch domain. As a model problem we consider the first biharmonic boundary value problem for the unknown function \( u \) over the computational domain \( \Omega \),

\[
\begin{cases}
\Delta^2 u(x) = f(x) & \text{on } \Omega, \\
u(x) = \frac{\partial u}{\partial n}(x) = 0 & \text{on } \partial \Omega,
\end{cases}
\]

with \( f \in H^0(\Omega) \). Using the weak formulation, we compute \( u \in H^2_0(\Omega) \) such that

\[
\int_{\Omega} \Delta u(x) \Delta v(x) dx = \int_{\Omega} f(x) v(x) dx
\]

for all \( v \in H^2_0(\Omega) \) (see [18]). Using the Galerkin projection we find \( v_h \in V_{1,0h} \) by solving the system of equations

\[
\int_{\Omega} \Delta u_h(x) \Delta v_h(x) dx = \int_{\Omega} f(x) v_h(x) dx
\]

for all \( v_h \in V_{1,0h} \), which leads to a system of linear equations. More precisely, we are solving the linear system \( Sc = f \), for the coefficients of

\[
u_h(x) = \sum_{i \in I} c_i w_i(x),
\]

where

\[
s_{i,j} = \int_{\Omega} \Delta w_i(x) \Delta w_j(x) dx \quad \text{and} \quad f_i = \int_{\Omega} f(x) w_i(x) dx,
\]

respectively. After some computations we arrive at the following formulas for the elements of the stiffness matrix and the load vector for the two-patch isogeometric case:

\[
s_{i,j} = s_{i,j}^{(1)} + s_{i,j}^{(2)}, \quad s_{i,j}^{(l)} = \int_{[0,1]^2} \text{tr} \left( \widetilde{M}_i^{(l)}(\xi^{(l)}) \right) \text{tr} \left( \widetilde{M}_j^{(l)}(\xi^{(l)}) \right) \frac{1}{| \det J^{(l)}(\xi^{(l)}) |} \, d\xi^{(l)}, \quad l = 1, 2,
\]

and

\[
f_i = f_i^{(1)} + f_i^{(2)}, \quad f_i^{(l)} = \int_{[0,1]^2} f(G^{(l)}(\xi^{(l)})) \omega_i^{(l)}(\xi^{(l)}) | \det J^{(l)}(\xi^{(l)}) | \, d\xi^{(l)}, \quad l = 1, 2,
\]

with

\[
\widetilde{M}_i^{(l)}(\xi^{(l)}) = \left( J^{(l)}(\xi^{(l)}) \right)^{-T} M_i^{(l)}(\xi^{(l)}) \left( J^{(l)}(\xi^{(l)}) \right)^{-1},
\]

where \( M_i^{(l)} = \left( m_{i,r,s}^{(l)} \right)_{r,s=1,2} \) is given by

\[
m_{i;r,s}^{(l)} = \left( \frac{\partial^2 F_i^{(l)}}{\partial \xi_1^{(l)} \partial \xi_2^{(l)}}(\xi^{(l)}) \right)^T \cdot \left( \frac{\partial F_i^{(l)}}{\partial \xi_1^{(l)}}(\xi^{(l)}) \times \frac{\partial F_i^{(l)}}{\partial \xi_2^{(l)}}(\xi^{(l)}) \right).
\]
Table 5: The relative $H^s$-errors, $i = 0, 1, 2$, with the corresponding estimated convergence rates (c.r.; the dyadic logarithm of the ratio of two consecutive relative errors) obtained by solving the biharmonic equations for different exact solutions $\tilde{u}$, for the domains (a)-(c) (see Example 7 and Figure 3, first and fourth row).

**Example 7.** We numerically solve the biharmonic equation (14) over the same three computational domains $\Omega$ with the same associated initial geometry mappings $G^{(1)}$ and $G^{(2)}$ as in Example 5 and 6 (see Figure 3, first row). We use the nested spaces $V_{1,0h} \subset H_0^2(\Omega)$ of $C^1$-smooth geometrically continuous isogeometric functions for degree $p = 3, 4$, where the number of resulting functions (for each level $L$) are presented in Table 2. Note, that for the bicubic and the biquartic case, there do not exist non-trivial geometrically continuous isogeometric functions for low levels $L$, due to the boundary conditions. Therefore, the coarsest level starts with $L = 2$ and $L = 1$ for $p = 3$ and $p = 4$, respectively.

The right-hand side functions $f$ of the biharmonic equation (14) for the domains (a)-(c) are obtained by differentiating the functions $\tilde{u} = u^2$, where $u$ are the corresponding functions from Example 6. These functions fulfill the boundary conditions $\tilde{u} = \frac{\partial \tilde{u}}{\partial n} = 0$ on $\partial \Omega$, and are visualized in Figure 3 (fourth row). The resulting $H^s$-errors, $i = 0, 1, 2$, with the corresponding convergence rates are presented in Table 5. For the the numerical results indicate a convergence rate $O(h^4)$ and $O(h^5)$ for the bicubic and the biquartic case, respectively.

5. Conclusion

We discussed $C^s$-smooth geometrically continuous isogeometric functions defined on multi-patch domains $\Omega \subset \mathbb{R}^2$. Their construction is based on the observation that the geometric smoothness of the graph of such a function is equivalent to the smoothness of the function over $\Omega$. We also sketched a procedure to construct a basis for the space of $C^s$-smooth geometrically continuous isogeometric functions.
The potential of the resulting geometrically continuous isogeometric functions has been demonstrated by several examples, including $L^2$ approximation, the Poisson’s equation and the biharmonic equation. For these examples, we considered different two patch-domains $\Omega$ consisting of two quadrilateral patches, for which we generated geometrically continuous isogeometric functions of order 1 and degree $p = 3, 4$. For all three different applications, the numerical results indicated optimal convergence rates.

This is different from the experiments reported in [11], where a reduction of the order of convergence for geometrically continuous discretizations has been observed. A possible explanation is the fact that the effect of geometric continuity in those experiments was concentrated at an extraordinary vertex, while we spread it out along the entire interface between two patches. In fact, many constructions for geometrically continuous surfaces in geometric modeling aim at limiting the effect of geometric continuity to the vicinity of extraordinary vertices [13], as it is then possible to use standard constructions everywhere except at very few places. However, our experiments seem to indicate that spreading out the effect to geometric continuity is more appropriate for applications in isogeometric analysis, in order to maintain the approximation power. Moreover, the latter approach makes it also simpler to obtain nested spaces by $h$-refinement.

The present paper is restricted to two-patch domains. In order to overcome this limitation, we are currently working on using our general framework to generate $C^1$ smooth geometrically continuous isogeometric functions for multi-patch domains with extraordinary vertices. A detailed investigation of the structure of the resulting spaces of geometrically continuous isogeometric functions is of interest, too. On the one hand we could generate basis functions with a small support, if feasible. On the other hand we aim at finding explicit formulae, depending on the initial geometry, for the coefficients of the isogeometric functions.

Another possible topic of future work is a theoretical investigation of experimentally obtained approximation power of the geometrically continuous isogeometric functions. Moreover, one may use the considered class of two-patch domains as a reference configuration to construct geometrically continuous isogeometric functions for more general two-patch domains, such as domains without a line as common boundary. Finally, the extension of the concept of geometrically continuous isogeometric functions to three-dimensional multi-patch domains should be considered.
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